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1 Introduction 

Information Retrieval systems are conventionally divided into two main components: an indexing 

engine which works continuously in the background to extract what we will call here document 

signatures and stores them in an index database; and an interactive query or retrieval engine which 

allows searchers to type in queries, browse search results and select queries, present example 

“relevant” documents and so on. 

The offline indexing processes allows the retrieval engine to operate at interactive speeds. Without it 

would not be possible to provide an acceptably rapid interactive experience for the searcher with the 

scale of document numbers needed by systems like VITALAS. It relies on the signatures being good 

representations of the documents for the purpose of retrieval: in other words they should (for most 

queries and most searchers, most of the time) allow relevant and irrelevant documents to be 

distinguished easily and with a minimal amount of stored data. 

For modern text search engines the almost universal signature is a feature vector of weighted terms 

plus ancillary information like position of document in the hypertext topology [Brin 1998]. Weighting 

schemes include TF-IDF and BM25 [Robertson 1995]. 

For VITALAS many documents are composites of several different media (audio, transcription and 

video). A challenge for the project is the bringing together of these into single integrated signatures.  

In text retrieval both the signature and the query can be simply translated into terms derived from 

words. Non-text media require an additional step of assigning terms or concepts to sections of related 

media, a process which is called here annotation. 

This literature review therefore focuses on scientific and technological challenges associated with the 

first major objective of the VITALAS project, "Cross-media indexing and retrieval", as outlined in 

Annex I - "Description of Work". The major targets of the deliverable are a) to identify which are the 

major methodologies used in cross-media indexing, in particular supervised learning, b) what are the 

strengths and weaknesses of these methodologies, and how these weaknesses can be overcome, and c) 

in which subtasks of the project we shall decide whether particular state-of-the-art tools should be 

adopted.  
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Cross-media indexing refers to the process of automatic or semi-automatic annotation of data objects 

composed of several media inputs. For example, a multimedia object consisting of audio, video and 

text channels should be annotated using a single unified representation for indexing purposes. The 

goal of the VITALAS project is to produce such annotations at the semantic level i.e., multimedia 

objects should be described in terms of meaningful concepts, as these are understood by humans. 

Hybrid visual and content representation is a well studied area in cross media indexing today. We 

therefore focus only on higher level issues in this section. However, audio data is less well developed 

– therefore we cover that area in more depth in this document. 

This process is essentially different from indexing using a single medium (mono-media indexing), 

since (i) One must unify the different representations used for each medium into a single cross-media 

representation and (ii) the semantic interrelations between the various media can be exploited. 

The general problem of cross-media indexing can be broken down into the following sub-problems: 

1. Automatic extraction of low-level features describing each medium. 

This is performed in each medium separately and is one of the major tasks of WP2. Section 2 

provides a short summary of such features for reference purposes. 

2. Multi-cue, mono-media document representation. 

Given a single-medium data object, a set of low-level descriptions can be extracted. "Multi-cue, 

mono-media document representation" refers to the problem of providing a single representation 

of the object using all of its low level descriptions. As an example, given an image, the MPEG-7 

dominant colour and edge-histogram descriptors can be extracted, but for indexing purposes one 

must unify those two low-level representations of the image (either into a semantic conceptual 

representation or low-level description of its content). Section 3 presents the existing state of the 

art techniques for multi-cue, mono-media document representation. 

3. Cross-media document representation. 

Most mono-media data objects appear in the same context with other data objects (e.g., text with 

images in a webpage, audio with video in the same multimedia stream). Exploiting the semantic 

correspondence between the various media composing a single multimedia object can increase the 

amount of information available, leading to more accurate semantic-level descriptions. Cross-

media document representation refers to the problem of deriving multimedia document 

representations using all available descriptions of each single medium (low-level features, multi-
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cue and concept-level representations). Related state of the art techniques are presented in Section 

4. 

Acceptable solutions to problems 2 and 3 require the existence of a mapping process that associates 

low-level features and descriptions with high-level concepts. Within VITALAS, supervised machine 

learning techniques will be considered to this end. Section 5 provides a review of related previous 

work. 
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2 Mono-Media Features and Annotation 

The first stage in producing a cross-media index is the process of extracting features from the raw 

incoming media and possibly the generation of annotation data for each medium separately. In 

VITALAS this is the focus of WP2, and a report on the state of the art in the production of mono-

media annotation appears in D2.0. 

In audio media indexing, which is part of WP2 it is necessary to investigate the work done in [Ohtsuki 

2006] [Adams 2003] [Neti 2000] [Albiol 2002] [Wang 2000] [Chang 2005] [Gagnon 2005].  

For VITALAS a particular problem is that much of the true multimedia is likely to be Video data in 

which important cues for the generation of signatures are contained in the audio track. Audio features 

state of the art concepts for extracting rich transcriptions from audio media such as broadcast news or 

TV programmes are discussed in detail in deliverable D2.0 in WP2.  
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3 Multi-Cue Document Representation 

3.1 Single-Medium Multi-Cue Document Representation 

Each single feature extracted from a multimedia document is a description that provides visual, 

auditory or textual cues regarding the document’s content. As pointed in [Nilsback 2004], however, in 

most scenarios a single feature does not provide a satisfactory document representation. For instance, 

global features like colour or texture histograms tend to suffer from clutter and light changes. Local 

features are sensitive to view changes. Shape descriptors do not handle occlusions very well. Even 

humans perform poorly in recognizing objects when forced to use a single visual cue, as several 

experiments have shown (see [Yuille 1994] and references therein). 

The purpose of single-medium multi-cue document representation is to combine various cues or 

features (including the original data itself) into a single document representation. Within VITALAS, 

the modalities considered are text, audio (including speech), images and video. The targeted 

representations should be useful for multimedia indexing purposes and can be broadly classified into 

low and high level representations. 

Low level representations include: 

Integration of the original data (e.g., image pixels) into low-dimensional embeddings that can be used 

for indexing. 

Unification of the extracted feature sets into a single feature vector or low-dimensional embeddings. 

Aggregation of multiple cues to characterize a document on the basis of low-level entities (e.g., fast or 

slow motion, video shot detection). 

High level representations, on the other hand, aim at using concepts to characterize the document’s 

content and are thus better suited to content based retrieval systems since: (i) The representation is 

understood by humans, (ii) is more informative in terms of the document’s content and (iii) indexing 

concepts overcomes the problem of the features’ high dimensionality. The downside, of course, is that 

concept detection is a hard problem currently receiving intense research attention, but to which no 

established solutions exist.  
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A comment is in order regarding high level representations derived via classification techniques: A 

multimedia object may belong to multiple classes (or equivalently, be associated with multiple 

concepts). On the other hand, a classifier typically provides a single decision. There is actually no 

inconsistency, since: (i) A binary classification can be performed for each concept (present/not 

present) (ii) If the decision is a matter of degree (as in probabilistic or fuzzy classification approaches) 

it is possible that the final decision may include multiple classes.  

The problem of integrating multiple cues from the same medium to a single representation can 

actually be examined more generally in the context of information fusion. And while most research 

papers do not actually focus on this aspect of the document representation, it is convenient for the 

purposes of this review. A broad classification of the information fusion problems uses two categories 

[Dasarthy 1994]: (i) Data fusion and (ii) decision fusion. 

In the following sections, an attempt is made to identify state of the art techniques for the problem of 

single-medium, multi-cue document representation using these two categories. Notice that the details 

of methods used to identify concepts within documents are the subject of Section 5 and are not given 

here. Instead, this section focuses on techniques used for the fusion of multiple cues provided by low – 

level features. 

3.2 Data Fusion 

In data fusion (often denoted “early fusion” as opposed to “late fusion” methods that fall into the 

decision fusion category), raw data received from multiple sensors are fused into a single dataset. The 

representation is extracted from this dataset. In a very similar manner, features may be fused instead of 

raw data. But these are best explained by an example. 

Sun [Sun 2003] proposed a method for multi-cue integration based on graph theory. Given the 

descriptions
k

ih , 
Ni ,,1Κ=
 and 

Kk ,,1Κ=
for K  different cues of N objects the pair wise distance 

( )kjk

i

kk

ij Dd hh ,=
 based on cue 

kh can be evaluated and collected into a NN × matrix
kD . There are 

a total of K distance matrices, one for each cue. Small distance measure 
k

ijd  indicates similar objects. 

For the same pair of objects, 
k

ijd  may be redundant or inconsistent (consider, for example, the 

comparison between colour and texture cues). 
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The author then proceeds to the normalization of the various distance measures. The normalized 

distance measures 
{ }K

k

k

ijf 1= are integrated into a single affinity measure ijw by exponential decay 

)exp( 1∑−= =
K
k

k

ijkij fw λ
transforming the distance matrices 

{ }Kkk

1=D
 into an affinity matrixW . The 

affinity matrix is further normalized as a transition probability matrixP , whose matrix elements 

become 









−= ∑

=

K

k

k

ijk

i

ij f
Z

w
1

exp
1

λ
 

The weights 
{ }K

kk 1==Λ λ
 control the relative cue importance/expressiveness (application specific). 

Details for the computation of iZ are provided in the paper. 

 

Following this procedure, object similarity is represented by a graph 
( )EVG ,

 with nodes V (objects) 

and edges E (similarity). For concept detection purposes, classification is performed via graph 

partitioning. Additionally, it is shown in the paper how an optimal transition probability matrix 
*P can 

be computed that can later lead to easy, robust and efficient classification. 

 

In [Yang 2003] two strategies are compared for feature integration: Parallel and serial feature fusion. 

Assume two feature spaces A andB , defined on a pattern sample spaceΩ . For an arbitrary sample 

Ω∈ξ
 (e.g., image in an image collection) the corresponding two feature vectors are 

Aa∈ and Bb∈ . The serial combined feature of 
ξ
is defined by 









=
b

a
γ

thus combining the two 

feature vectors into a union-vector. Obviously, if a is n-dimensional and b is m-dimensional then γ  is 

( )nm +
-dimensional. For the parallel strategy, the two feature vectors a andb are combined into a 

complex vector
iba +=γ
, which leads to a n-dimensional complex vector space, where n is the 

maximum number of dimensions of A  andB . The authors provide details regarding the utilization of 

the parallel strategy and provide three experiments: (i) Character recognition based on the NUST603 

handwritten Chinese character database, with feature vectors of equal dimensions. (ii) Recognition 
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based on Concordia University CENPARMI handwritten numeral database, with unequal dimensions 

for the feature vectors. (iii) Face recognition using the ORL database (Olivetti Research Laboratory in 

Cambridge, UK). In all three experiments the parallel fusion strategy consistently achieved 

considerable improvement in recognition rates compared to the serial fusion strategy.   

The serial fusion strategy, however, has been used in image and video retrieval systems due to its 

simplicity. One example is [Naphade 2003] where multiple combinations of features fused with the 

serial strategy were used to train an SVM classifier for learning semantic concepts. Other methods 

such as [Duygulu 2002], [Lavrenko 2003], [Lavrenko 2004] and [Yavlinsky 2005] match regions of 

images with keywords to perform image annotation, but despite the complexity of these models, 

regions are described by features fused using the serial strategy. 

Recently Lafon, Keller and Coifman [Lafon 2006] proposed a data fusion approach using diffusion 

maps. More specifically, the paper addresses the following issues: (i) Proposes the use of Laplace-

Beltrami normalization for data fusion by showing that it allows to merge datasets produced by the 

same source but with different densities. (ii) Suggests a new data fusion scheme by extending spectral 

embeddings using the geometric harmonics framework. (iii) Presents a novel spectral graph alignment 

approach to data fusion. Experimental evaluation of the methods is provided with applications to lip-

reading and synchronization of head movement data. One important aspect of this work is that fused 

data are embedded at low-dimensional spaces, while at the same time capture local correlation of the 

data (contrary to embedding approaches such as Multidimensional Scaling). 

Earlier multimedia retrieval systems utilized the low level representations of documents to support the 

query by example paradigm. The QBIC system [Flickner 1995] supports example queries for each 

feature separately (Figure 1). When using multiple features (see Figure 2 for example), the distances 

for each feature are combined. Virage [Bach 1996] proposed an improvement to QBIC for the use of 

multiple features. It supports queries using an arbitrary combination of colour, composition (colour 

layout), texture and structure (object boundary information). The user is able to adjust the weight of 

each feature according to their preference and the result is based on the weighted combination of each 

feature. In [Iqbal 2003] a more sophisticated similar method is presented, where the distance of each 

different feature is computed and then a unified distance metric is computed by distance normalization 

techniques. Then, weighting of distances allow users to fine-tune the retrieval process and increase 

accuracy.  
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Figure 1: Single feature query in QBIC 

 

 

Figure 2: Combination of features in QBIC 

 

A similar functionality was also present in MARS [Huang 1997, Meh1997, Por1999], but was 

extended to receive relevance feedback and adjust the weights of features accordingly. Other early 

systems include Netra [Ma 1997] and VisualSEEK [Smith 1997], but the latter falls into the decision 

fusion category and is described in the next section. 
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As seen from the brief presentation of these methods and systems, the main difference of data fusion 

with most methods used in the decision fusion approach is that features are fused into a single feature 

(or distance between objects) prior to indexing or classification. Decision fusion methods, on the other 

hand, use each feature separately with trained classifiers or rule/knowledge based approaches and the 

final representation depends on their outputs. 

Based on the available literature, data fusion techniques are less popular for the purposes of high level 

multi-cue document representation than decision fusion techniques. Note however, that Kokar et al 

provided a formalization of information fusion approaches, including data and decision fusion, in 

[Kokar & Tomasik 2001] and [Kokar 2004] and showed that decision fusion is actually a subclass of 

data fusion. In the choice between the two approaches, though, computational complexity is often a 

critical factor, depending on the application. The features’ high dimensionality and the massive data 

produced in multimedia applications often lead to prohibitive computational cost for data fusion. 

3.3 Decision Fusion 

Smith and Chang [Smith 1997] describe a method for combining colour and spatial queries that was 

used in the VisualSEEK system. Colour features are combined with spatial locations and spatial 

extents (represented by bounding rectangles in images) to create region queries and find region 

matches. Then, Images that contain region matches that satisfy the spatial relationships present in the 

query image are retrieved. This approach is an example of low-level decision fusion, since each 

feature is used separately to retrieve relevant images (region matches) and then these are fused to 

obtain a final decision (based on spatial relations of regions).   

A more recent example is provided in [Kushki 2004] for an image retrieval application. The outline of 

this system’s operation is shown in Figure 3. Each feature (colour, texture, etc.) is used separately with 

its own distance metric. These distances are then used as arguments to membership functions 

associated with the features and a decision is made regarding the match of an image to the query for 

each descriptor. Then, aggregation is performed for the decisions of groups of features (e.g., 

aggregation of colour decisions). An overall aggregation stage provides the final decision. 
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Figure 3: Operation of an image retrieval system based on decision fusion 

As many have pointed out (see [Santini 1998] and [Naphade 2002a] for example), query by example 

systems have some inherent weaknesses, the most noticeable being the fact that often the results 

retrieved do not match the users’ requirements (images with similar features do not always have 

semantic correspondence). Today, most systems aim at capturing multimedia objects’ content via the 

use of concepts closer to the human perception than low level features. The automatic identification of 

such concepts requires as much information as possible; hence multiple cues are combined to identify 

concepts. Decision fusion techniques are often used for concept identification. 

Such methods for integration of multiple cues can be classified into two general categories, 

knowledge-based and machine learning approaches. 

3.3.1 Knowledge based decision fusion 

The main idea behind knowledge – based methods is the encoding of knowledge related to the domain 

of interest, either directly or indirectly. Thus, either the features are processed via an algorithm that is 

suitable for the task at hand (e.g., annotation of soccer game videos) or knowledge is encoded so that 

concepts are formally defined in terms of low – level features. Then, concept identification is based on 
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the evaluation of the extracted features’ values using the defined algorithms, rules, or logic 

propositions.  

In [Miyamori 2000] a method for automatic annotation of tennis video sequences is outlined. Having 

performed shot detection in the original video data (e.g., [Patel 1997], [Osian 2004]), the authors 

identify the following objects: Court and Net lines (using Hough transform and a model of the court), 

the players (using adaptive template matching and tracking), the ball (again using a template matching 

technique over several frames). Then analysis of players’ behaviour is performed based on a model 

that utilizes the identified players from the previous step. Thus, concepts such as foreside swing, 

backside swing and over-the-shoulder swing are detected. In this manner, the system can support a 

wide range of queries regarding the position and behaviour of the players. A similar approach is 

presented in [Sudhir 1998].  More recently, [Assfalg 2003] presented another method where domain 

knowledge is expressed by a directed graph (automaton) that encodes the process of highlight 

detection (e.g., shot on goal). Another approach on the same domain is presented in [Ekin 2003]. For 

these methods, the extracted features assist in the detection of individual objects or regions in the 

videos (e.g., the combination of lines extracted via Hough transform fit a tennis court model). Then, 

their combination via domain-specific rules extracts higher level objects or events. This is a 

combination of indirect and direct use of domain knowledge. It is worth noting that in such methods 

there is a strong coupling of the individual decisions: The identification of a concept (such as “shot on 

goal”) requires that the output of previous decisions (e.g., identification of court lines) is correct. 

[Yuan 2002] is a prime example of strong coupling, where video features are used successively in a 

decision tree to perform automatic video classification. 

Research related to the development of the Semantic Web gave rise to a set of methods that use 

ontologies to formally and explicitly encode domain knowledge defining high level concepts in terms 

of low-level features (examples include [Dasiopoulou 2005],  [Petridis 2006]). In [Bertini 2005a] and 

[Bertini 2005b] the incorporation of visual examples within the domain ontology is proposed to enrich 

expressiveness and performance, while [Holub & Perona 2005] provides an evaluation of the use of 

domain ontologies for image annotation using medical images as a case study. Hoogs et al [Hoogs 

2003] alternatively propose the combination of visual analysis and the WordNet to create a large 

semantic knowledge base for video content annotation. 

An issue that is prevalent to multimedia analysis and is not addressed directly within the context of 

ontologies is uncertainty and imprecision related to knowledge that best describes multimedia objects. 

For example, the statements “an apple is red” or “the speaker’s voice becomes loud when something 

interesting happens” are essentially imprecise, since a wide range of colors can be characterized as 
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“red”, while “loud” is not much information when dealing with numerical audio samples. Reasoning 

with fuzzy rules for knowledge representation enables the representation of imprecise concepts and 

has been proposed in [Dorado 2004, Akrivas 2004, Falelakis 2005, Falelakis 2006]. Other researchers 

attempt to devise reasoning algorithms for fuzzy description logics [Straccia 1998, Sciascio 2000, 

Straccia 2000, Stoilos 2005], that would combine the strengths of description languages (ontologies) 

and fuzzy logic to enhance the expressiveness of knowledge representation for multimedia retrieval 

systems. 

3.3.2 Machine learning and probabilistic decision fusion 

In their 1998 paper [Saber 1998] E. Saber and A. M. Tekalp describe a set of methods for the 

classification of images or image regions based on colour, edge, texture and shape features. Then they 

propose a set of algorithms for feature integration: Parallel, sequential and Bayesian integration of 

features. The latter was proposed for colour w and texture f features using a single segmentation 

map x , by using the maximum a posteriori (MAP) probability criterion, by assuming independence 

between features: 

)()|()|()()|,(),|( xxfxwfwfwx pppxpxpp =∝
 

The class conditional pdf 
)|( xwp
and 

)|( xfp
 are modelled by Gaussians and the a priori 

probability 
)(xp
is modelled by a Gibbs distribution. Thus, the original equation has the form, 

{ }321exp),|( eeep ++∝fwx
 

The MAP segmentation is performed through an iterative process that computes the mean vectors and 

covariance matrices used in the models of the above pdfs, estimating x until a convergence criterion is 

satisfied. The authors suggest that this process can be used to model and extract meaningful regions 

from an image and assign keywords to them.  

A similar approach was later applied by Naphade and Huang in [Naphade 2000]. The serial data 

fusion strategy was used to combine features, but integration of various image regions was performed 

using decision fusion. For detecting sites, Gaussian Mixture Models are used for each feature and 

temporal flow is not taken into consideration. For objects and events, Hidden Markov Models (HMM) 

model the feature vector. The EM algorithm is used to estimate means, covariance matrices, mixing 

proportions (for GMM and HMM) and transition matrix (HMM). Concepts are then defined based on 

a binary hypothesis testing for each concept. For integrating region cues to identify frame level 
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semantics the following procedure is used: The feature vector of a region is denoted as jX  and a 

random variable ijR  is defined for each region in a video frame, where 





=
                                    otherwise ,0

region in present  is Concept  if,1 ji
Rij

 

By assuming uniform priors on the presence or absence of any concept in any region, the Bayes’ rule 

gives 
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To integrate those cues at the frame level, the frame level features iF are defined 


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                                                  otherwise ,0
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and using the compact notation 
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for all M regions of the current frame, 
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The authors then proceed to model the dependence between the concepts indicated by the features 

iF that were ignored in the previous equations. 

In [Naphade 2002b] the same approach was used, only this time a model was used for each feature 

vector (modeled with a GMM consisting of five Gaussians). The difference of log likelihoods for the 

positive and negative hypotheses was used as a measure of confidence that a concept is detected. A 

ranked list of all concepts was the produced based on this confidence measure. 

The approach used in [Kittler 2001] for sports video annotation is along the same line, with the 

difference that each low level feature was used to detect a concept separately and these were fused by 

trained neural networks. In [Li & Wang 2003] multiresolution models with HMMs were used for the 

automatic annotation of images. Such statistical methods have also been used in more specialized 
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methods, such as [Goldenstein 2003] and [Shet 2004], but some of the ideas presented in these papers 

can be used in multiple cue integration in general. Note the fact that in all of the above methods the 

conditional independence between features is assumed. In [Moreno 2005] figure/background 

estimation is performed using multiple cues with statistical integration. Estimation of pdfs is 

performed using particle filters; however conditional independence of features is not assumed. 

In [Amir 2004] for the IBM TRECVID-04 system a different method was used. SVM classifiers (see 

Section 5) and maximum entropy models were used to train various models for each concept based on 

low level features (in some cases combined using the serial fusion strategy). Then, the outputs of 

classifiers are aggregated using ensemble fusion, described in [Lin 2003]. Each classifier generates an 

associated confidence score for data in the validation set. These scores are normalized to a range of [0, 

1]. The normalization schemes include (i) rank normalization, (ii) range normalization and (iii) 

Gaussian normalization. After normalization, a combiner function selects a permuted subset of 

different classifiers and operates their normalized scores, essentially identifying the high-performing 

and complementary subsets of classifiers. Combination is performed by (i) minimum, (ii) maximum, 

(iii) average and (iv) product. The best performing normalized ensemble fusion is obtained by 

evaluating the average precision measure against the ground truth. Another example of the use of 

SVM classifiers is presented in [Nilsback 2004].  

A more thorough and interesting study on classifier integration strategies is presented in [Kuncheya  

2002]. Assume that each classifier jD produces an estimate 
]1,0[∈jid of the posterior probability 

( )xP i |ω
for a feature vector x and a class iω (binary classifiers are considered only, as in “concept 

is” or “is not” identified). The support for iω is yielded by multiple classifiers as 

( ) ( ) ( )( )xdxdFxd Liii ,,1 Κ=
 

where F may stand for (i) minimum, (ii) maximum, (iii) average, (iv) median and (v) majority vote. 

The author then proceeds (under certain assumptions) to model the probability of error for each fusion 

method. Each classifier gives an output jP as an estimate of the posterior 

probability
( ) 5.0| >= pxP iω . jP are i.i.d. coming from a fixed distribution (normal or uniform) with 

mean 
p
. It was shown that maximum and minimum were identical for 2 classes regardless of the 

distribution of jP . The same stands for median and majority vote. Minimum/maximum fusion was 

found to be the best for uniformly distributed jP .  
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Regarding the voting approaches mentioned above, [Brautigam 1998] provides a thorough 

presentation of various methods. For binary classifiers the Unanimity, Byzantine and Majority 

thresholding schemes are presented. Another general class of voting schemes, the weighted consensus 

voting is defined. The paper provides an analysis of how voting schemes can be used for efficient cue 

integration, along with experimental results. [Hayman & Eklundh 2002] shows another application of 

voting and probabilistic integration approaches and the inclusion of reliability measures for each cue. 

Similar techniques were also used in [Spengler 2003].  

[Opelt 2006] provides the combined use of some of the techniques presented above for object 

recognition, with an important difference: The recognition is a two-stage classification process. A 

weak hypothesis is acquired with multiple features extracted from image regions with weights 

assigned to the classifiers. Boosting is applied to adjust the weights and provide a final classification 

result.  

A different approach is followed in [Laaksonen 2002] and [Koskela 2006] where Self Organized Maps 

(SOM) are used to model each visual feature extracted from images and video respectively. The 

produced maps determine the presence or absence of a concept in the visual scene based on a single 

visual feature, as in Figure 4. The integration of the different maps is simply performed by summing 

up the respective map values.  

 

Figure 4: Concept “explosion/fire” on the colour – layout SOM. Areas occupied by objects are shown with gray 

shades. 

3.4 Discussion 

The short review in this section presents several techniques for the integration of multiple-cues 

provided by features extracted automatically from the content of single – medium documents. 

Researchers in the field of multimedia retrieval are currently approaching the problem of multi – cue 

integration from a system’s perspective (i.e., the integration method forms a part of the overall 
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retrieval system), rather than a “stand alone” theoretical problem. As a consequence, there are not 

many works that attempt to provide strict formalization as well as evaluation approaches to integration 

in the context of multimedia retrieval. Despite that, several useful conclusions can be drawn: 

Data fusion techniques are appealing due to the fact that the use of multiple classifiers for modelling a 

single concept is not required, while at the same time local correlations between features that express 

the same concept can be preserved. 

Due to the high dimensionality of the extracted features, similarity queries and concept classification 

becomes very complex in computational terms. Research is now directed at devising useful low 

dimensional representations of the fused data, without loss of valuable information.  

Decision fusion techniques are more appropriate from a computational complexity viewpoint, since 

the dimensionality of data used for each intermediate decision is low, compared to data fusion 

strategies. Additionally, decision fusion systems allow for more flexible design (esp. for the 

identification of high level concepts) since different classifiers and models may be used for each cue.  

Due to the fact that independence of features is often assumed for decision fusion systems, information 

regarding the local correlation between features is lost, possibly leading to lower concept identification 

accuracy.  

It seems that current state of the art systems usually utilize a combination of data and decision fusion. 

For different features that may have a strong correlation for the same concept (e.g., colour and texture 

features) data fusion is used for an initial hypothesis, while these combinations are then fused with 

decision fusion, often combining encoded prior knowledge and machine learning. Examples include 

the IBM research team system for the 2006 TRECVID evaluation [Campbell 2006], as well as the 

methods presented in [Fan 2004]. 
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4 Cross-Media Representation  

In this section a multimedia document is understood to be a composite group of conceptually or 

thematically related objects, for example an audio visual program stream consisting of one video, two 

audio channels, and perhaps a text transcription. 

This section covers the process of producing indexing keys or signatures for such composite objects 

from simpler signatures or other data derived from the separate streams. We call this a cross-media 

index. 

4.1 Local and Global Characterization of Multimedia Documents  

There are a number of different ways in which one can characterize existing approaches to producing 

cross-media index representations.  In particular the following stand out: 

1) whether features from different modalities and media are considered the same or kept 

separately; 

2) whether any attempt is made to reduce the dimensionality of the input feature vectors;  

3) since most current successful systems are based on the probabilistic model of information 

retrieval  or the related language modeling approach [Belew, 2000] [Westerveld 2005], 

whether the approach is generative or discriminative;   

4) Whether the approach is based on emergent properties of the data (equivalent to unsupervised 

machine learning), or assignment of terms or concepts from some previously defined 

ontology, controlled or restricted vocabulary (equivalent to supervised machine learning). 

4.1.1 Modality combination 

Most current systems which allow any sort of combined searching keep the different modalities 

separate [Westerveld 2004]. That is the systems allow searching through text (caption, metadata) or 

typically low level image features (similarity searching on colour, texture and shape), audio (music 

similarity), Video, OCR and so on [Hauptmann 2004]. 
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Perhaps the earliest exception was the ImageRover systems [Sclaroff 1997], which combined into a 

single feature vector a conventional text term vector with colour and texture image features. Latent 

semantic Indexing and Principal Component Analysis were used to reduce the dimensionality of the 

feature vector. [Westerveld 2000] adopted a similar approach. 

[Blei 2004b] proposed a Latent Dirichlet Allocation (LDA) model that models documents based on 

exchangeability assumptions and the notion of a hidden semantic index. [Blei & Jordan 2003] 

extended the LDA model and proposed Correspondence LDA (Corr-LDA): a model that finds 

conditional relationships between latent variable representations of sets of image regions and sets of 

words. In other words Corr-LDA relates words and images. LDA is considered a scalable and 

effective model.  

The cross-media relevance model (CMRM) [Jeon 2003] followed earlier machine translation inspired 

work [Duygulu, et al 2003] to relate textual and visual data, with some considerable success in terms 

of scale, although there are concerns about their methodology. The CMRM model was followed by the 

continuous-space relevance model (CRM) [Lavrenko 2003] to enhance scalability.   [Lavrenko 2004] 

explored Gaussian distributions in a relevant setting and adapted CRM to the video domain. 

Work on Dempster-Shafer theory for document retrieval has been done by [Ruthven & Lalmas 1997] 

[Lalmas 1997a] [Lalmas 1997b] but only small scale experiments on limited text test collections were 

undertaken. The Dempster-Shafer was also used in "EPIC: A Photograph Retrieval System based on 

evidence combination approach" by [Jose & Harper 1998]. This was also quite small scale. 

There are a number of systems (mainly experimental) which have used Dempster-Shafer evidence 

theory to combine evidence form various modalities. In particular, the use of Dempster-Shafer theory 

for combining evidence (keywords found for different modalities) in cross-media indexing has been 

done by the EU-IST Reveal-This project [Yakici & Crestani 2006].  

4.1.2 Dimensionality reduction 

Conventional textual feature representations tend to have one feature per term (word or lemma), so the 

dimensionality of the feature vector is of the order of the numbers of terms in the vocabulary Image 

features are typically of the order of 20 or 30 features per blob or region. These very large vectors are 

unwieldy computationally and imply also very fine distinctions in indexing, which often cannot be 

supported by the discriminating power of the multimedia indexing systems. 

The main techniques which are in use are: 
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1) Latent Semantic Analysis (LSA) [Hofmann 1999a] [Hofmann 2001], and the related Singular 

Value Decomposition (SVD) [Castelli 2003] [Chen 2005]; 

2) Principal Component Analysis (PCA) [Yang 2004] and Independent Component Analysis 

(ICA) [Wu 2004]. 

3) Random Projection where data is projected onto a random lower-dimensional subspace. s. 

Experiments in [Bingham & Mannila 2001] showed promising results comparable with 

conventional techniques like PCA. 

4.1.3 Generative vs. Discriminative 

Most multimedia indexing tasks can be seen as probabilistic decision theory or fundamentally 

classification tasks (see [Westerveld 2004] for a discussion). For example, how likely is it that this 

image contains a face, or this key word correctly applies this image or this region, or that the voice on 

this audio segment is this person. Successful face recognition techniques are investigated in [Yang 

2004].  

Discriminative models attempt to predict the most likely class or classes given the data space, so the 

focus is on finding the class boundaries in the data space.  Although they are sometimes advocated for 

the sort of problem we are considering (see for example [Vapnik 1998]), they require consideration of 

all classes simultaneously: this may be of the order of the number of search or index terms available – 

thousands in our case – which may render them computational and operational unacceptable. Certainly 

we could find no examples of their successful use within a strictly probabilistic framework, although 

[Tsai 2006b] might be regarded as using a related technique using Support Vector Machines. Other 

models include Multiple Discriminant Analysis (MDA) [Duda & Hart 1973] Fisher Discriminant 

Analysis (FDA) Biased Discriminant Analysis (BDA) [Zhou & Huang 2001]. Linear Discriminant 

Analysis (LDA) is also very popular for designing ASR feature vectors; see for example [Eisele 1996]. 

Generative models estimate the probability density of each of the classes, and typically a Bayesian 

inversion is used to find the most likely class (see [Ng & Jordan 2002] for a review). The first really 

successful second generation Content Based Image Retrieval System Blobworld [Carson 2002] used a 

generative approach – in particular the Expectation-Maximisation (EM) algorithm [Dempster 1977]. 

Other examples include [Hoiem 2003], [Fergus 2003], [Schmid 2004], [Vasconcelos & Lippman 

1998] and [Luo 2003]. A Dynamic Probabilistic Multimedia Retrieval Model implemented in [Ianeva 

2004] that uses [Westerveld 2003a] generative model showed good MAP results. 
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A particular feature of the more successful systems is the use of k-means [McQueen 1967] 

[Kompatsiaris 2001] and Gaussian Mixture models in the more successful systems. 

4.1.4 Supervised vs. unsupervised 

Fundamentally supervised systems have some data which has been (usually manually) assigned with 

the required cross-media indexing representation, and the system learns a (generalised) model of this 

which can subsequently be applied to new, unseen data.  

Unsupervised approaches attempt to break the incoming data into clusters or classes of similar data. 

The best known unsupervised clustering techniques are EM or mean shift [Comaniciu & Mea 1999]. 

Some systems fall between the two: for example in relevance feedback systems [Rocchio 1971], 

[Salton & Buckley 1990], searcher selections of relevant items can be used to refine subsequent 

retrievals, and combined with techniques like collaborative filtering [Hofmann 1999a] can be used to 

improve training sets which can then be used to train more effective models. Alternatively some 

systems combine an unsupervised phase with a subsequent labelling of clusters in some form with, for 

example, annotation key words. Examples of this last include the classic Blobworld work [Carson 

2002], [Barnard 2003], and image annotation using Cross-Media Relevance Models [Jeon 2003]. A 

recent full study of image annotation problems can be found in [Virga & Duygulu 2005]. 

Examples of pure supervised systems include [Tsai 2006b], and an earlier approach to combine 

unlabeled data in supervised systems [Wu 2000] [Tsai 2004].  

The problem with supervised systems is that large amounts of pre-indexed training data are needed. 

This is rarely available. 

Examples of unsupervised systems include [Chen-Y 2005]. 

Unsupervised systems, on the other hand, may find patterns in data which are quite unlike human 

understanding of the data. This may make the cross media indexes unsuitable to support browsing, let 

alone key word or concept based initial query formulation.  

This area is further expanded in Section 5. 
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4.2 Methods for Evaluation of Cross-Media Representations 

There are fundamentally four methods for the evaluation of cross-media index representations: 

1) Against a gold standard: a pre-specified set of annotations for a pre-selected collection of 

multimedia documents. ([Jones 1996], TRECVID [Smeaton 2004a] [Smeaton 2004b], 

Wang and others on Corel [Marchand-Maillet and Worring 2006]). 

2) Human assessment of the accuracy of  annotation/indexing terms assigned [Tsai 2006a] 

[Tsai 2004] 

3) Human Centred experiments in which users are given a set of realistic retrieval tasks to do 

and their performance and satisfaction with the retrieval process is measured by a variety 

of means ([McDonald & Tait 2003], [Pickering & Rüger 2003]). 

4) System Centred experiments in which performance is undertaken on a complete 

(simulated) retrieval set up with a set of pre-specified queries and known set of relevant 

documents for each query. This is the usual methodology for text retrieval ([Cleverdon, 

1967], [Amir 2003]), but is rarely undertaken for multimedia retrieval due to the expense 

and difficulty of constructing test collections. 

In approaches 1 and 4 assessment is usually via Precision and Recall (i.e. the proportion of the results 

returned which are relevant to the query, and the proportion of the relevant results which are returned 

by the system). There is a extensive literature discussing these measures and their interpretation in for 

example rank retrieval (i.e. where the aim is to return highly relevant documents first),  where there 

are very large numbers of relevant documents (man web queries) and so on ([van Rijsbergen 1979], 

[Belew 2000], [Smeaton 2004b]). 

4.3 Hybrid Visual and Conceptual Content Representation 

If we regard the information provided concerning the target images or the possibilities of interaction 

between the user and the system, keywords and visual content appear to be rather complementary to 

each other and it is important to rely on both of them for the retrieval of images. 

Keywords associated to an image can be divided in two categories: (i) keywords corresponding to 

identifiable items characterizing the visual content of the scene and (ii) keywords concerning the 

context and the interpretation of the scene. In some cases, it may be possible to automatically obtain 
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keywords in the first category by image analysis, object detection and classification techniques. An 

explicit use of such keywords during retrieval, to complement descriptors of the visual appearance, 

will nevertheless be helpful even in cases where the results of image analysis are unreliable. Keywords 

in the last category are very unlikely to be automatically extracted from the images, unless very strong 

correlations exist in a specific image database between visual appearance and such keywords. 

However, the contribution of such keywords to the retrieval of relevant images is undeniable. 

Consider for example an image presenting a mass meeting in a square in Lisbon during the Carnation 

Revolution (April 25th, 1974). Among the keywords associated to this image we may find (i) 

keywords corresponding to identifiable items such as “tank”, “car”, “building”, “people”, (ii) 

keywords describing rather visual characteristics of the scene such as “outdoor”, “daytime”, (iii) 

keywords concerning the interpretation of the scene such as “fraternization” (between the masses and 

the army) and (iv) keywords related to the context of the scene such as “Caetano”, “Salazar”, “Lisbon” 

or “Carnation Revolution”. In some cases, it may be possible to automatically obtain keywords in the 

first two categories by image analysis and classification. 

Since in a database some images might have no text annotation, or their annotations might be 

considered incomplete, a significant amount of work in recent years focussed on the (semi)automatic 

annotation of images with keywords and on the extension of existing text annotations to images that 

do not have keywords associated with them (see for example [Adams 2003], [Duygulu 2002], [Lu 

2000], [Kherfi 2004], [Zhang & Chen 2002], [Zhang 2005a]). 

Indeed, indexing and retrieval approaches relying on keywords and visual features together are of 

great interest for the semantic gap reduction and were heavily investigated in the recent years, even 

though significant methodological advances are rare. The techniques developed in the CBIR 

community for query by example and relevance feedback (RF) can be directly applied to the joint use 

of visual features and annotations if the keywords annotating an image are represented by a vector of 

fixed dimension (as is usually the case for visual features), which explains why this solution was 

explored in the literature [Cascia 1998], [Lu 2000], [Smith 2001], [Zhang 2001], [Zhou 2002]. 

Various methods were proposed to obtain a feature vector representation based on the keywords 

annotating an image. A direct solution is to associate one dimension to every keyword that appears in 

the annotation of some image in the database [Lu 2000], [Zhang 2001]. A “soft” representation can 

also be employed [Zhou 2002], [Kherfi 2004]: the value of a feature is seen as a “degree of 

association” between an image and the keyword. Since the number of different keywords usually 

increases with the size of the database, this solution does not scale well. It also has difficulties in 

taking into account synonymy and homonymy (nevertheless, [Zhou 2002] suggests to use an ontology 
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for initializing the similarities between keywords), as well as similarities between the concepts 

corresponding to different keywords. These problems are partly solved if latent semantic indexing 

(LSI) is performed on these sparse representations and the resulting low-dimensional vectors are used 

instead [Cascia 1998]. LSI can also be applied to the joint visual and keyword-based feature vectors, 

in order to find a hybrid reduced representation [Zhao 2002] that links sets of keywords and images. 

Unfortunately, to identify meaningful relations between keywords, LSI needs high amounts of data. 

This requirement can only be met when a relatively large quantity of text—rather than just a few 

keywords—is associated to every image. 

Since in a database some images might have no annotation, or their annotations might be considered 

incomplete, a significant amount of work in recent years focussed on the extension of annotations 

from some images to the others. To establish a close relation between keywords (usually belonging to 

the first two categories mentioned above) and visual content, some attempts were made to model the 

visual appearance of images or image regions corresponding to given concepts. In [Barnard 2003], 

[Duygulu 2002] and [Zhang 2005a], joint statistical models are developed for the occurrence of low-

level visual descriptors and keywords related either to image regions or to entire images. Supervised 

learning is used in [Adams 2003], [Smith 2001] for obtaining models (Markov models or support 

vector machines) of the “visual content” of “atomic concepts” that can be objects, scenes or events and 

are associated to keywords. In [Mezaris 2004], descriptions of image regions are directly associated to 

user provided rough visual descriptions—in terms of colour, position, size, shape—of concepts in an 

ontology.  

Other approaches to the extension of annotations are based on relevance feedback. Indeed, by marking 

several images as “relevant” during a RF session, the user usually defines a similarity between these 

images that goes beyond what can be directly obtained from low-level visual features. Considering 

that this similarity is related to the presence of common keywords in the annotations of some images 

marked as “relevant”, several authors reinforce the links between these keywords and the images top 

ranked by RF [Lu 2000], [Zhang 2001], [Zhou 2002], [Kherfi 2004]. A relation between the keywords 

and the images is thus gradually developed. In [Zhang & Chen 2002] the extension of annotations is 

combined with an active learning method that identifies the most ambiguous non annotated images 

and asks the user for appropriate annotations. The use of the feature vectors produced by such methods 

for extending annotations helps dealing with the difficulties created by synonymy and homonymy. 
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5 Supervised Learning for Document Annotation 

5.1 Introduction 

Supervised Learning is a machine learning technique for creating a function from training data. The 

training data are pairs of objects, which are typically feature vectors, and the desired outputs. The 

output of the function can be a continuous value (called regression), or can predict a class label of the 

input object (called classification). 

The designer of a supervised learning mechanism for multimedia document annotation has to decide 

upon three crucial issues: 

a. Feature Selection and Representation. The designer has to select a set of appropriate features 

and a consistent representation of them that will be propagated to the training/testing 

procedure. These features depend on the medium (e.g. colour histograms, edges, corners for 

images, pitch, formants, spectrum for audio, colour and motion descriptors for video) and the 

desired characteristics to be learned from the model (e.g. interdependencies among features 

and/or regions).  

b. Class model representation. The next task of the designer is to adopt a representation scheme 

for the models that one-to-one correspond to and identify each class. There are two general 

types of supervised learning methodologies: the generative and the discriminative methods. 

These were introduced briefly in Section 4.1.3. 

Generative Methods learn a model of the joint probabilities, p(x,y), of the inputs x and the 

labels y, and make their predictions by using Bayes rules to calculate p(y|x), and then picking 

the most likely label. Such methods reduce to the use of generic classification methods like 

Gaussian Mixtures, Naive Bayes, Hidden Markov Models, and Bayesian Networks.  

Discriminative methods on the other hand, model the posterior p(y|x) directly, or equivalently, 

learn a direct map from inputs x to class labels. SVMs, k-NN, neural networks, LDA, and K-

means are some of the generic classifiers employed by the discriminative methods. The main 

advantage of discriminative methods is the direct minimization of a classification-based error 

function, which typically leads to superior classification results [Ng & Jordan 2001]. 

Additionally since these methods are model-free, they are usually computationally efficient. 
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c. Classifier Selection for training and testing. Once feature and class model representations are 

selected, it is very essential to choose an appropriate classifier of the discriminative or 

generative family. The efficiency and effectiveness of those classifiers highly depend on the 

characteristics of the data to be classified. There is no single classifier that works better than 

the others on every problem and special care is needed in determining the most appropriate 

one. 

In the remaining part of Section 5, a brief review of widely used generic classifiers is presented. With 

reference the classification scheme used, a presentation of state of the art supervised document 

annotation techniques completes the section. These techniques are grouped by (a) the modality under 

classification (image, video, audio) and (b) the feature selection and representation method. 

5.2 Image and Video Classification / Annotation via Supervised 

Learning Techniques 

In this section we review recent state-of-the-art techniques that use supervised learning in order to 

perform multimedia document classification. The reason for treating classification and annotation as 

one is that the techniques subsequently described try to semantically annotate a document by assigning 

to it the label of the corresponding class.  

5.2.1 Global models 

A framework that hierarchically classifies vacation images is proposed in [Vailaya 2001]; images are 

first classified as indoor or outdoor; outdoor images are further classified as city or landscape pictures 

which are then classified into sunset, forest and mountain classes. For the first classification, first and 

second order moments in the LUV colour space are used. Images are divided into 10x10 blocks from 

which six features are extracted (three means and three standard deviations). The second classification 

uses edge direction information and the third uses colour features in the HSV and LSV colour space 

(histograms and coherence vectors). The system uses Bayesian formalization where distributions are 

learned with vector quantization. A very similar approach that uses k-NN clustering was proposed in 

[Vailaya 1998]. 

In [Yavlinsky 2005] the problem of automatically annotating images with the use of global features is 

addressed. Images are represented either as real-valued vectors of features or signatures. Global 

features attempt to model image densities through the distribution of pixel colour in CIE space and a 

subset of perceptual texture features, resulting in a 24- dimensional feature vector. Density estimation 



VITALAS  D3.1.1 –  State of the Art in Cross-Media Indexing 

 

10 September 2007 Page 32 of 63 

 

 

is achieved with kernel smoothing [Parzen 1962], using either Gaussian kernel or a kernel based on 

the Earth Mover’s Distance [Rubner 1998]. 

Liu et al [Liu 2005] propose a general statistical learning method based on boosting algorithm to 

perform image classification for photograph annotation and management. The proposed method 

employs both features extracted from images that are divided into NxN blocks (i.e., colour moment 

and edge direction histogram) and features from the EXIF metadata recorded by digital cameras. They 

incorporate linear discriminate analysis (LDA) algorithm to implement linear combinations between 

selected features and generate new combined features. The combined features are used along with the 

original features in boosting algorithm for improving classification performance.  

5.2.2 Bag-of-words models 

A simple approach to classifying images is to treat them as a collection of regions, describing only 

their appearance and ignoring their spatial structure. Similar models have been successfully used in the 

text community for analyzing documents and are known as bag-of-words models, since each 

document is represented by a distribution over fixed vocabulary(s). 

Early “bag of words” models were used mostly for texture recognition. In [Leung 2001], images from 

a set of training materials are used to learn a vocabulary which can characterize all materials. The 

vocabulary consists of 3D textons, which are tiny surface patches with associated local geometric and 

photometric properties. Textons are then clustered using the k-means (discriminative method). A 

similar approach is adopted in [Varma 2002]. In this work, texture is modeled as a distribution over 

textons, but in this case, clustering (k-means) is an extremely low dimensional space and rotationally 

invariant, as in [Schmid 2001] and texture classification is performed from a single image. Lazebnik et 

al [Lazebnik 2003] also use texture images that are modeled as sets of regions. Each region is 

described by an intensity descriptor that is invariant to affine geometric and photometric 

transformations, based on spin images, introduced by Johnson and Herbert [Johnson & Hebert 1999]. 

Clustering is performed on these descriptors in a discriminative way, using a standard agglomerative 

algorithm. The distribution of the descriptors is then summarized in a form of a signature consisting of 

cluster centres and relative weights indicating the size of the clusters. Applying the Earth Mover’s 

Distance to signatures, a distance matrix that is used for classification and retrieval is constructed. 

Recently, “bag of words” models have made great progress in object categorization. A generative bag 

of words method was proposed in [Csurka 2004]. In this work image patches around SIFT points are 

located. These patches correspond to a vector of votes on predefined (from training) key point list 

called “bag of keypoints”. Keypoints are actually the centres of the patches clusters obtained by k-

means. The model uses either Naïve Bayes or multiple SVMs to classify “bag of keypoints” to 
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categories. SVMs here are used in a generative way, since they select a class according to the best 

output of the algorithm. Another generative approach to the problem is described in [Blei 2004a], 

where each document is described by a set of words and the method tries to discover common usage 

patterns or “topics” in the documents and to organize these topics into a hierarchy. Hierarchies are tree 

structures in where each node is associated with a topic, which is a distribution across words. A 

document is then generated by choosing a path from the root to the leaf.  Learning is performed by a 

combination of hierarchical latent Dirichlet allocation with the nested Chinese Restaurant Process 

(CRP [Aldous 1985]). This method is generic and can be applied to any type of multimedia document. 

Finally, in [Teh 2006] images are modeled as distributions over a visual dictionary. The model 

proposed here is an extension of generative “bag of words” that takes advantage of the 

interdependency of local image patches via a linkage structure that enforces semantic connection 

between patches was proposed in [Wang 2006].  This is achieved with the use of a variation of the 

Hierarchical Dirichlet Process (HDP) [Teh 2006] called dependent HDP (DHDP).  

5.2.3 Part-based models 

Another category of machine learning techniques used for multimedia annotation is part-based 

models. Such models can capture the essence of most object classes, since they represent both parts' 

appearance and invariant relations of location and scale between the parts. Part-based models are 

somewhat resistant to various sources of variability such as within-class variance, partial occlusion 

and articulation, and they are potentially convenient for indexing in a more complex system [Leibe 

2004], [Lowe 2001].  

While a part-based model aspires to represent a rigorous geometric relationship among the different 

parts, it suffers a computational difficulty of having to search among exponentially large number of 

hypotheses to solve the correspondence problem [Fergus 2005]. 

Part-based approaches to object class recognition can be crudely divided into following three types:  

5.3.3.1 Generative part-based models 

A study of the degree to which additional spatial constraints improve recognition performance and the 

tradeoff between representational power and computational complexity is examined in [Crandall 

2005] through the k-fans model. This model represents both appearance and spatial relationships in a 

graph structure where k denotes the number of spatial dependencies among different parts. Supervised 

learning is generatively performed via a classical maximum likelihood procedure. This work shows 

that using more powerful models does not necessary improve classification, as it can lead to over-

fitting during learning.  
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In [Leibe 2004], training is an agglomerative procedure that is performed in two stages: In the first 

stage, a codebook of local appearance that contains information on which local structures may appear 

on objects of the target category is learned. In the second stage, learning of an implicit shape model 

that specifies where on the object the codebook entries may occur defines allowed shapes implicitly in 

terms of which local appearances are consistent with each other.  

Felzenswalb and Huttenlocher in [Feltzenswalb 2005] use pictorial structures introduced in [Fischler 

& Elschlager 1973] but they use a statistical formulation. Pictorial structures model an object as a 

collection of parts in a deformable configuration represented as spring like connections among pairs of 

parts. The best match of such a model to an image is found by minimizing an energy function that 

measures both a match cost for each part and a deformation cost for each pair of connected parts. The 

model is learned by a simple maximum likelihood estimation procedure and it is capable of locating 

multiple instantiations of an object in an image. 

In [Fergus 2005-2], an object is represented in a “star graph” in which the location of the model part is 

conditioned on the location of a landmark part. In the star model any of the leaf (i.e. non-landmark) 

parts can be occluded, but the landmark part must always be present. The star model also provides 

benefits in that it has less parameters so that the model can be trained on fewer images without over 

fitting occurring. Their formulation captures scale and occlusion and the model is learned with EM. 

In [Sudderth 2005], features are parts corresponding to SIFT points and their location relative to the 

object. The model proposed learns conditional probabilities on SIFT values and locations. This is 

achieved with a combination of Gibbs sampling and EM. 

5.3.3.2 Discriminative part-based models 

Berg et al [Crandall 2005] proposed an interesting method for shape matching and object recognition 

across images. Their model first computes correspondences between feature points of different images 

and then estimates an aligning transform, typically a regularized thin plate spline, resulting in a dense 

correspondence between the two shapes. Object recognition is then handled in a nearest neighbour 

framework where the distance between exemplar and query is the matching cost between 

corresponding points.  

In [Opelt 2004] and [Opelt 2004-2], the learning algorithm is provided with a set of labelled images 

where a positive label indicates that a relevant object appears in the image. Objects are not segmented 

and pose and location are unknown. The image analysis transforms images to grey values and extracts 

normalized regions around interest (salient) point to obtain reduced representations of images. As an 

appropriate representation for the learning procedure, local descriptors of these patches are calculated. 

Classification is achieved with AdaBoost algorithm. 
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Vidal et al in [Vidal 2003] apply linear classification rules to informative features to achieve good 

classification results. Such features are obtained by a two step procedure: (i) an optimal threshold 

determines the minimum visual similarity so as to locate informative image fragments and (ii) a 

greedy algorithm adds fragments iteratively to the set of informative features until adding more 

fragments no longer increases the estimated information content of the set. Features are obtained by 

wavelet transform that captures frequency and orientation properties, and quantization. For 

classification, linear SVMs and Tree-Augmented Networks are tested.  

An extension of the boosting algorithm that is based in gentleboost [Kohavi & John 1997] is proposed 

in [Torralba 2004]. Learning is performed on large feature vectors that correspond to regions in the 

image. The proposed algorithm trains a number of binary classifiers jointly instead of training them 

jointly, so that they share as many features as possible.    

5.3.3.3 Hybrid part-based models 

Recently there has been systematic effort to combine generative and discriminative methods into 

hybrid methods that combine these approaches. In [Holub & Perona 2005], Holub and Perina have 

developed Fisher kernels based on the constellation model. For every input, Fisher kernel method 

calculates the Fisher score of the input, and Support vector Machine (SVM) is applied to classification 

in the Fisher score space. Another path towards generative and discriminative classification is through 

boosting. Bar-Hillel et al. [Hillel 2005] has presented a boosting-based method based on their own 

generative model, which, similar to the constellation model, models part relations as a global 

distribution function. Finally, in [Zhang 2005b], Bayesian Classification is combined with a new 

method for generative part-based object modelling called Random Attributed Relational Graph 

(RARG) that captures the advantages of the pictorial structure model [Crandall 2005] and the 

constellation model since it accommodates part occlusion and the partial relationship among object 

parts. RARG is a variation of the ARG [Zhang 2005a] model that extends the ordinary graph in graph 

theory by attaching discrete or continuous feature vectors to the vertices and edges of the graph. Image 

similarity therefore can be defined by the corresponding ARG similarity. 

5.3 Audio Annotation via Supervised Learning Techniques 

5.3.1 Supervised learning for structural annotation 

After segmenting an audio stream into homogenous segments – e.g. using the model-free Bayesian 

Information Criterion approach [Chen 1998] – the segments must be further classified to enrich the 
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document annotation. Supervised learning strategies based on Gaussian Mixture Models (GMMs) can 

be applied to detect the nature of an audio segment. In [Biatov 2006], GMMs are used to discriminate 

speech from non-speech segments. Gender detection using GMMs has been successfully carried out in 

rich transcription systems such as [Gauvain 1998]. In [Barras 2006], GMMs are used to detect the 

transmission channel of a speech segment. 

The information extracted by the GMM classifiers can be used to select well suited acoustic models 

for spoken language annotation, e.g. a model trained only on data from female speakers recorded over 

a fixed telephone line. This approach has been already applied by the early systems for rich 

transcription of broadcast data [Gauvain 1998, Woodland 1998]. 

5.3.2 Supervised learning for spoken language annotation 

Most state of the art systems for audio indexing apply a holistic statistical approach to spoken 

language annotation [Gales 2006, Matsoukas 2006, Chen 2006, Stolcke 2006]. Besides static 

information such as pronunciation lexica, audio indexing integrates acoustic and linguistic knowledge 

sources that require supervised training strategies: 

1. Acoustic models must be trained to model the acoustic properties of the triphones. 

2. Language models must be trained to model typical word sequences. 

5.4.2.1 Acoustic modelling 

The context dependent triphones that are used as sub-word units are typically modelled by Hidden 

Markov Models (HMMs). 

Two main paradigms are currently applied for estimating the HMM mean and variance parameters. 

Maximum Likelihood Estimation (MLE) using Expectation-Maximization [Bilmes 1998] has been the 

standard for many years. More recently, discriminative criteria such as the Maximum Mutual 

Information Estimation (MMIE) have been investigated in the area of large vocabulary continuous 

speech recognition (LVCSR), yielding significant word error rate reductions compared to the 

maximum likelihood approach [Woodland 2000]. 

5.4.2.2 Language modelling 

M-gram statistical language models are used in both whole word [Gales 2006, Matsoukas 2006, Chen 

2006, Stolcke 2006] and sub-word indexing approaches [Larson 2003]. They are often trained using 

the Maximum Likelihood paradigm, where the ML estimate of an m-gram is estimated on a large 
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textual training corpus. Typically, trigrams or even 4-grams are estimated for language modeling. Due 

to the high number of unseen m-grams, smoothing methods as reviewed in [Chen 1996] must be 

applied to redistribute the probability mass. 
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6 Unsupervised Clustering for (Direct) Feature Indexing 

We include this section for completeness only. Although some successes have been reported in 

combining supervised and unsupervised machine learning techniques for various sorts of cross-media 

data [Tsai 2003], or straightforward clustering [Chen-Y 2005], we could identify no systems which 

offer the scale of operation needed for VITALAS. 
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7 Conclusions 

At the present time the production of cross-media document signatures and indexes is a very active 

area. Significant successes have been reported using various forms of supervised Machine Learning 

techniques and methods of combining evidence from different sources and modalities to produce 

single integrated indexes.  [Liu 2007] list a sequence of steps that can be applied to narrow down the 

semantic gap as follows: 1. Using an object ontology to define high level concepts. 2. Supervised or 

unsupervised ML methods to associate low-level features with query concepts. 3. Relevance feedback 

for continuous learning of users’ intentions. 4. Semantic templates, enabling high level retrieval 

through low level user-selected icons are not widely used but promising. 5. The web is a large data 

source, and a combination of the other four techniques can be used to derive training data from the 

Web. The first three of these steps should prove particularly useful to VITALAS. 

7.1 Reasons for the Choice of Supervised Learning in the VITALAS 

Project 

Early approaches aimed to map low level features, such as colour, pitch or term frequency, directly 

onto high-level semantic concepts. However, this approach does not scale up to the large-scale 

automatic annotation of video archives. Supervised learning is the “present-day paradigm of choice in 

generic video indexing” [Snoek 2006]. Machine learning techniques may involve supervised learning, 

where for example we predict the correct semantic category label from a predetermined set, based on 

the values of the set of input features describing an image. With unsupervised learning, the set of 

possible labels is not known beforehand and the aim is to describe how the input data are organised 

internally or clustered. Supervised learning is the more suited to VITALAS, since through reference to 

ontologies we will know the range of high level concept categories pertinent to the collection, to 

which images must be mapped.   

A number of supervised learning techniques, such as Support Vector Machines (SVM) have sound 

mathematical foundations, and have been successfully used for image annotation (Shi et al., 2004). 

They were originally developed for binary classification, but can be used to learn multiple concepts for 

image retrieval through a series of “one versus the rest” classifications. Bayesian classifiers are also 

widely used, such as for the binary classification of indoor versus outdoor scenes. Both SVMs and 

Bayesian classifiers are presented as viable alternatives by [Adams 2003], whose system will form the 
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basis of the VITALAS state-of-the art cross-media indexing system of D 3.1.2. We will not be using 

neural networks used for supervised learning, since they require much training data and are 

computationally expensive, particularly when we have a large set of output nodes corresponding to 

concept categories.  

Supervised learning in general has two main disadvantages: Firstly a large amount of labelled training 

data is needed, and it is time-consuming, expensive and error prone to produce such data. Secondly, 

systems are trained for one particular application domain. If we need to change the domain, the system 

has to relearn using new training data. The first problem is overcome by the availability of publically-

available large annotated video training sets such as MediaMill, which is part of the TRECVID data 

set. For VITALAS, MediaMill will solve the problem of having an initial set of training data before 

the training data provided by the content partners (Belga and INA) becomes available. It also provides 

a shared ground truth against which we can compare our approaches with published research. As both 

training and test data, MediaMill provides both low-level features and their corresponding manually-

labelled ground truth semantic concepts (the two extremes of the semantic gap) drawn from a lexicon 

of 101 predefined semantic concepts based on an analysis of a large number query logs. A requirement 

for these concepts was that they should be clear from looking at a single still image, and be present 

throughout the camera shot. As well as visual data, the MediaMill data set contains English text 

produced from English speech by a speech-to-text transcriber, and also English text translated and 

transcribed from speech originally in Arabic and Chinese [Snoek 2006]. Anecdotally, previous users 

of this data report that the annotations are less than perfect, but there is no comparable data set 

available. The provision of ready-annotated low-level features, thus overcoming the need for 

expensive multimedia processing, is indeed an advantage of using MediaMill at this early stage, but 

within VITALAS there are partners capable of providing such feature extraction, which will take place 

in WP2.   

With regard to the problem of changing domains, the VITALAS domain is not a fixed one. The INA 

data contains an archive of many kinds of television programs. News videos are an important part of 

this archive, but they are by no means the only ones. Similarly, most of the Belga photographs capture 

current affairs, but there are many so-called creative pictures. It may be necessary to learn annotations 

separately for each of these image domains.   

7.2 Extending the Range of Concepts and Domains 

SML techniques involve the matching of low level image features against high level query concepts. A 

vocabulary of qualitative definitions of high level concepts is called an object ontology. For small 
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collections with a limited set of concepts in well defined domains, the objects in the ontology may be 

semantically very simple, and correspond exactly with quantised image descriptors such as “light 

green” or “medium coarse”. However with large collections of images with various contents, more 

elaborate ontologies are required to reflect the range of concepts represented by the collection (Liu et 

al., 2006). Deriving an ideal vocabulary representing the rich semantics of an image collection is a 

difficult task, but in the case of VITALAS, certain partners such as INA already possess hand-built 

ontologies representing the concepts in their collections. We are also interested in the possibility of 

creating ontologies automatically, starting for example with an automatically generated vocabulary list 

derived from the text captions of the images in the Belga collection, later augmented by qualitative 

descriptors derived from the content of the images. A third possibility, which should prove particularly 

useful for other work packages involving word sense disambiguation and cross-language information 

retrieval, is to use WordNet, a humanly-created ontology based on psycholinguistic principles, which 

organises English words into about 115,000 synonym sets each representing an underlying semantic 

concept. EuroWordNet, derived from WordNet, contains similar but smaller vocabularies for other 

languages including French and German (22,745 and 15,132 respectively) . 

It is believed that humans can recognise about 5000-30000 object categories [Liu 2007], and our initial 

target is that the VITALAS search engine should be able to cater for about 1000 cross-media concepts. 

Depending on how successful we are, we might later aim for about 3000. Object category learning 

with such large vocabularies has not yet been achieved. To date, the largest vocabularies used in image 

classification have been the 101 categories achieved by [Fei-Fei 2004] using a Bayesian approach, and 

at the University of Sunderland by [Tsai 2006b] who used a two-stage approach to classify images into 

one of 200 categories. The first stage was an SVM classifier based on colour and texture, followed by 

an inference module based on fuzzy logic which made final decisions on which high-level concept to 

choose. Currently Wei-Chao Lin, also at the University of Sunderland, is exploring the problem of 

extending vocabularies for image classification using the statistical measure of Information Gain and 

the machine learning technique of boosting. The LSCOM (http://www.lscom.org) annotation consists 

of over 300 keyframe-based labels for visual concepts in video [Hauptmann 2007].  

An information retrieval technique often combined with object-ontology and machine learning is 

Relevance Feedback (RF), which has been described in the context of content-based image retrieval 

(CBIR) in a review by [Zhu & Huang 2003]. RF enables to user to examine images retrieved in 

response to an initial query, and provide feedback on these to the system by specifying which of these 

images are relevant and which are not relevant to the query. The system uses this information to make 

a second search, this time for images similar to those declared “relevant”, and avoiding images 

declared “not relevant”. In its simplest case, RF is available through Google’s “More Like This” 
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facility, but research systems such as Okapi use more elaborate RF algorithms. RF provides an 

additional source of information which assists in the mapping of low-level features to high-level 

semantic concepts, which will be incorporated into the final VITALAS search engine as detailed in 

WP 4.2.1.  

7.3 Complementing Purely Machine Learning Approaches with 

Human Knowledge 

To overcome some of the challenges of creating a multi-media system which runs to 1000 concepts, 

we could adopt some sort of human knowledge to complement our purely machine-learning 

approaches. [Adams 2003] include human knowledge in their system by stipulating manually which 

media contribute features for the recognition of a high-level concept. For example, the indexer might 

encode the fact that a rocket launch is characterised by certain non-speech audio sounds and visual 

features, but not by speech or text in captions. Human knowledge will be needed in any semi-

automatic approaches we may take in the production of an object ontology, since purely automatic 

approaches to ontology generation are still less than perfect. On the other hand, if we find that (Euro) 

WordNet is adequate for our purposes, human knowledge derived from psycholinguistic experiments 

will already encoded in the structure. Another form of human-knowledge, not required in the 

construction of the system but during the execution of image retrieval is relevance feedback, where 

human judgements on intermediate search results can guide the overall search process. 
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Appendix: 

1 Generic Methods for Supervised Learning 

1.1 Support Vector Machines 

Support Vector Machines (SVMs) [Boser 1992], [Vapnik 1995], [Vapnik 1998] gained widespread 

use because of successful applications like character recognition and the profound theoretical 

underpinnings concerning generalization performance. 

SVMs map input vectors to a higher dimensional space where a maximal separating hyperplane is 

constructed. Two parallel hyperplanes are constructed on each side of the hyperplane that separates the 

data. The hyperplane is the hyperplane that maximizes the distance between the two parallel 

hyperplanes. An assumption is made that the larger the margin or distance between these parallel 

hyperplanes the better the generalization error of the classifier will be. 

To introduce some notation, suppose we are given l observations. Each observation consists of a pair: 

a vector xi in R
n
, i = 1,…,l and the associated truth yi given to us by a trusted source. As a naive 

example, consider a tree recognition problem where xi might be a vector of pixel values with n = 256 

for a 16x16 image and yi would be 1 if the image contains a tree and -1 otherwise (we use -1 instead of 

0 to simplify subsequent formulae). 

SVMs can be divided into two major classes, the linear and the non-linear, regarding to their ability of 

performing the classification task to data that is linearly separable or not, respectively.  

1.1.1 Linear support vector machines 

If the data to be classified are linearly separated, it is the task of SVMs to construct a hyperplane that 

separates positive from negative examples. The points x which lie on the hyperplane satisfy w · x + b 

= 0, where w is normal to the hyperplane, |b| / ||w|| is the perpendicular distance from the hyperplane to 

the origin and ||w|| is the Euclidean norm of w.  

Let d+ and d- be the distances from the hyperplane to the closest positive and negative example 

respectively. If we define as “margin” the sum d+ + d- , the support vector algorithm simply looks for 

the separating hyperplane with the largest margin. This can be formulated as follows: 

Suppose that all the training data satisfy the following constraints: 

xi · w + b ≥ +1  for  yi = +1  (1) 
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xi · w + b ≤ -1  for  yi = -1    (2) 

These can be combined into one set of inequalities: 

yi(xi · w + b) − 1 ≥ 0  for each i   (3)  

Now consider the points for which the equality in Eq. (1) holds. These points lie on the hyperplane H1: 

xi · w + b = 1 with normal w and perpendicular distance from the origin |1 − b| / ||w||. Similarly, the 

points for which the equality in Eq. (2) holds lie on the hyperplane H2: xi · w + b = -1, with normal 

again w, and perpendicular distance from the origin | − 1 − b| / ||w||. Hence d+ = d- = 1 / ||w|| and the 

margin is simply 2 / ||w||. Note that H1 and H2 are parallel (they have the same normal) and that no 

training points fall between them. Thus we can find the pair of hyperplanes which gives the maximum 

margin by minimizing ||w||
2
, subject to constraints (3).  

Writing the classification in its dual form by switching to a Lagrangian formulation, and after some 

computations, Eq. (3) becomes
,

1
max

2
D i i j i j i j

i i j

L a a a y y
 

= − ⋅ 
 
∑ ∑ x x , where αi are the Lagrangian 

multipliers. We can see that the training data only appears (in the actual training and test algorithms) 

in the form of dot products between vectors. This is a crucial property which will allow us to 

generalize the procedure to the nonlinear case. 

In the case of non linear separable data sets, it can be shown that the aforementioned procedure cannot 

be applied. In order to deal with this SVMs use the “kernel trick” proposed in [Aizerman 1964]. This 

method typically maps the observations into a higher-dimensional space; this makes a linear 

classification in the new space equivalent to non-linear classification in the original space. 

1.1.2 Non linear support vector machines 

Although the original hyperplane algorithm is a linear classifier, Bernhard Boser, Isabelle Guyon and 

Vapnik in 1992 [Boser 1992] suggested a way of applying the aforementioned Aizerman’s kernel 

trick. This allowed the algorithm to fit the maximum-margin hyperplane in a transformed feature 

space. . The resulting algorithm is formally similar, except that every dot product is replaced by a non-

linear kernel function. The transformation may be non-linear and the transformed space high 

dimensional; thus though the classifier is a hyperplane in the high-dimensional feature space it may be 

non-linear in the original input space. 

If the kernel used is a Gaussian radial basis function, the corresponding feature space is a Hilbert space 

of infinite dimension. Maximum margin classifiers are well regularized, so the infinite dimension does 
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not spoil the results. Some common kernels include, homogeneous and inhomogeneous polynomial, 

radial basis function, Gaussian, and sigmoid. 

1.1.3 Limitations 

One of the main drawbacks of SVMs is their high computational demands during the training and the 

testing phase. While the speed problem in test phase is largely solved in [Burges 1996] this still 

requires two training passes. Training for very large datasets (millions of support vectors) is an 

unsolved problem. 

Discrete data presents another problem, although with suitable rescaling excellent results have 

nevertheless been obtained [Joachims 1997]. Finally, although some work has been done on training a 

multiclass SVM in one step24, the optimal design for multiclass SVM classifiers is a further area for 

research. 

Perhaps the biggest limitation of the support vector approach lies in choice of the kernel. Some work 

has been done on limiting kernels using prior knowledge [Schoelkopf 1998], but the best choice of 

kernel for a given problem is still a research issue. 

1.2 k-Nearest Neighbors 

The k-Nearest Neighbor algorithm (k-NN) is an instance based learning method for classifying objects 

based on closest training examples in the feature space. In k-NN, the training examples are mapped 

into multidimensional feature space (prototypes). The space is partitioned into regions by class labels 

of the training samples. A point in the space is assigned to the class C if it is the most frequent class 

label among the k nearest training samples. Usually Euclidean distance is used. 

The training phase of the algorithm consists only of storing the feature vectors and class labels of the 

training samples. In the actual classification phase, the same features as before are computed for the 

test sample (whose class is not known). Distances from the new vector to all stored vectors are 

computed and k closest samples are selected. The new point is predicted to belong to the most 

numerous class within the set. 

The best choice of k depends upon the data; generally, larger values of k reduce the effect of noise on 

the classification, but make boundaries between classes less distinct. A good k can be selected by 

parameter optimization using, for example, cross-validation. The special case where the class is 

predicted to be the class of the closest training sample (i.e. when k = 1) is called the nearest neighbour 

algorithm [Fix 1951]. 
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The accuracy of the k-NN algorithm can be severely degraded by the presence of noisy or irrelevant 

features, or if the features scales are not consistent with their relevance. Van der Walt and Barnard 

have also shown [Walt 2006] that the optimal value of k is influenced by the amount of output noise in 

the data. They also show that the Achilles heel of the   k-NN classifier is the constant distance metric 

that it uses. Much research effort has been placed into selecting or scaling features to improve 

classification. A particularly popular approach is the use of evolutionary algorithms to optimize 

feature scaling. Another popular approach is to scale features by the mutual information of the training 

data with the training classes. 

The algorithm is easy to implement, but it is computationally intensive, especially when the size of the 

training set grows. Many optimizations have been proposed over the years; these generally seek to 

reduce the number of distances actually computed. Some optimizations involve partitioning the feature 

space, and only computing distances within specific nearby volumes. Several different types of nearest 

neighbour finding algorithms include linear scan, kd-trees, balltrees, metric trees, locality-sensitive 

hashing (LSH), agglomerative nearest neighbour.  

The nearest neighbour algorithm has some strong consistency results. As the amount of data 

approaches infinity, the algorithm is guaranteed to yield an error rate no worse than twice the Bayes 

error rate (the minimum achievable error rate given the distribution of the data). k-NN is guaranteed to 

approach the Bayes error rate, for some value of k (where k increases as a function of the number of 

data points). 

Despite its simplicity, k-NN has been successful in a large number of classification problems, 

including handwritten digits, satellite image scenes and EKG patterns. It is often successful where 

each class has many prototypes and the decision boundary is very irregular. The extensive literature on 

the topic is reviewed by Dasarthy [Dasarthy 1991]. 

1.3 Naive Bayes 

A naive Bayes classifier [Titterington 1981], [Lan1992], is a simple probabilistic classifier based on 

applying Bayes' theorem with strong (naive) independence assumptions. In spite of their naive design 

and apparently over-simplified assumptions, naive Bayes classifiers often work much better in many 

complex real-world situations than one might expect. It has been shown that naive Bayesian learning 

is remarkably effective in practice and difficult to improve upon systematically [Domingos 1996] and 

has proven effective in many practical applications including text classification, medical diagnosis and 

systems performance management [Domingos 1997], [Mitchell 1997], [Hellerstein 2000]. 
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1.3.1 The naive Bayes probabilistic model 

Given feature measurements F1, F2,…, Fn, we want to estimate the probability that our measurement 

belongs to a class C, that is, define the conditional probability p(C| F1, F2, …,Fn). The problem is that 

if the number of features n is large or when a feature can take on a large number of values, then basing 

such a model on probability tables is infeasible. Using Bayes’ theorem we can rewrite this probability 

as 1
1

1

( ) ( ,..., | )
( | ,..., )

( ,..., )

n
n

n

p C p F F C
p C F F

p F F
= . Since the denominator is independent of C and the 

feature values are known, it is constant and we are only interested in the numerator which is 

essentially the joint probability p(C, F1,…,Fn). With repeated application of the conditional probability 

application this can be rewritten as 1 1 2 1 3 1 2( , ,..., ) ( ) ( | ) ( | , ) ( | , , )...np C F F p C p F C p F C F p F C F F=  

The naive Bayes assumption claims that the features are conditionally independent so that 

( | , ) ( | )i j ip F C F p F C= , for i j≠ . With this assumption the above equation can be written 

as 1

1

( , ,..., ) ( ) ( | )
n

n i

i

p C F F p C p F C
=

= ∏ . 

In order to estimate the parameters of the probability model, one can use a number of estimation 

procedures such as maximum likelihood or Bayesian inference. 

1.3.2 Classification 

The naive Bayes classifier combines this model with the maximum a posteriori (MAP) decision rule. 

The corresponding classifier is the function that maximizes p(C,Fi,…,Fn): 

1

1

( ,..., ) argmax ( ) ( | )
n

n c i i

i

classify f f p C c p F f C c
=

= = = =∏
. 

1.4 Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis ([Fisher 1936], [Fukunaga 1990]) searches for those vectors in the 

underlying space that best discriminate among classes (rather than those that best describe the data). 

More formally, given a number of independent features relative to which the data is described, LDA 

creates a linear combination of these which yields the largest mean differences between desired 

classes. Mathematically speaking, for all the samples of all classes we define two measures: (i) one 
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called within scatter matrix, as given by 
1 1

( )( )
jNc

j j T

w i j i j

j i

S µ µ
= =

= − −∑ ∑ x x , where 
j

ix  is the ith 

sample of class j, µj is the mean of class j, c is the number of classes and Nj the number of samples in 

class j; and (ii) the other is called between-class scatter matrix, 
1

( )( )
c

b j j

j

S µ µ µ µ Τ

=

= − −∑ , where µ 

represents the mean of all classes.  

The goal is to maximize the between-class measure while minimizing the within-class measure. One 

way to do this is to maximize the ratio
det

det

b

w

S

S
. The advantage of using this ratio is that it has been 

proven [Fisher 1936] that if Sw us a non-singular matrix then this ratio is maximized when the column 

vectors of the projection matrix, W (W represents a linear transformation that maps the data space to 

the lower dimensioned feature space), are the eigenvectors of 
1

w bS S−
.  

 There are two quite different justifications for using Fisher’s linear discriminant rule: the first is that it 

maximizes the separation between the classes in a least-squares sense; the second is by Maximum 

Likelihood. For a proof that they arrive at the same solution, we refer the reader to [McLachlan 1992]. 

1.5 Decision Trees 

A decision tree (generally defined) is a tree whose internal nodes are tests (or input patterns) and 

whose leaf nodes are categories (of patterns). A class number is assigned to an input pattern by 

filtering the pattern down through the tests in the tree. Each test has mutually exclusive or exhaustive 

outcomes. 

There are several dimensions among which decision trees might differ: 

1. The tests might be univariate or multivariate, testing on one or several features of the input at once, 

respectively 

2. The tests might have two outcomes or more than two (if all tests have two outcomes, we have a 

binary decision tree) 

3. The features or attributes might be categorical or numeric 

4.  We might have two classes or more than two. If we have two classes and binary inputs, the tree 

implements a Boolean function, and is called a Boolean decision tree 

Several systems for learning decision trees have been proposed. Prominent among these are ID3 

[Quinlan 1986], C4.5 [Quinlan 1993] and CART [Breiman 1984]. 
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Decision trees are considered to be “flexible” due to their ability of performing multivariate splits and 

their ability to examine the effects of the predictor variables one at a time, rather than just all at once.  

The flexibility of decision trees makes them a very attractive analysis option, but this is not to say that 

their use is recommended to the exclusion of more traditional methods. Indeed, when the typically 

more stringent theoretical and distributional assumptions of more traditional methods are met, the 

traditional methods may be preferable. But as an exploratory technique, or as a technique of last resort 

when traditional methods fail, decision trees are, in the opinion of many researchers, unsurpassed. 

1.6 K-means 

K-means clustering ([Lloyd 1957], [Queen 1967]) is a method for finding clusters and cluster centres 

in a set of unlabeled data. One chooses the desired number of cluster centres, say R, and the K-means 

procedure iteratively moves the centres to minimize the total within cluster variance. Given an initial 

set of centres, the K-means algorithm alternates the two steps: 

• For each centre we identify the subset of training points (its cluster) that is closer to it than any 

other centre; 

• The means of each feature for the data points in each cluster are computed, and this mean 

vector becomes the new centre for that cluster. 

These two steps are iterated until convergence. Typically the initial centres are R randomly chosen 

observations from the training data.  

To use K-means clustering for classification of labelled data, the steps are: 

• Apply K-means clustering to the training data in each class separately, using R prototypes per 

class; 

• Assign a class label to each of the K x R prototypes; 

• Classify a new feature x to the class of the closest prototype. 

1.7 Learning Vector Quantization (LVQ) 

In this technique due to Kohonen (1989), prototypes are placed strategically with respect to the 

decision boundaries in an ad-hoc way. LVQ is an online algorithm – observations are processed one at 

a time. 
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The idea is that the training points attract prototypes of the correct class and repel other prototypes. 

When the iterations settle down, prototypes should be close to the training points in their class. The 

learning rate is decreased to zero with each iteration, following the guidelines for stochastic 

approximation learning rates. 

The procedure just described is actually called LVQ1. Modifications (LVQ2, LVQ3, etc) have been 

proposed, that can sometimes improve performance. 

A drawback of learning vector quantization methods is the fact that they are defined by algorithms, 

rather than optimization of some fixed criteria; this makes it difficult to understand their properties. 

1.8 Gaussian Mixture Models (GMMs) 

A Gaussian mixture model defines a probability distribution over a feature space [Duda 2000, 

Titterington 1985]. The features describing the images are assumed to be generated by a mixture of 

Gaussian sources, where the number of Gaussian components is fixed. A Gaussian mixture model is 

described by a set of parameters each defining a single component. Each component is described by its 

prior probability the mean vector and the variance.  The process of generating a set of feature vectors 

is assumed to be the following (see figure 5): 

1. Take the Gaussian mixture model θθθθ 

2. For each feature vector v  

a. Pick a random component ci from Gaussian mixture model θθθθ according to the prior 

distribution over components P(ci|θθθθ) 

b. Draw a random sample from v according to this component’s Gaussian distribution  

 

Figure 5: Graphical representation of Gaussian mixture model. 

Here, θθθθ is an observed variable, i.e., the mixture model from which the vectors are drawn, is known. 

For a given feature vector however, it is unknown which component generated it, thus components are 
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unobserved variables.  The probability of drawing a single vector v from a Gaussian mixture model 

with parameters θθθθ  is thus defined as the marginalization over all possible components: 
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The probability of drawing a set of feature vectors is defined as the joint probability of the individual 

vectors, where vectors are assumed to be generated independently. Gaussian mixture models can be 

estimated from data using the Expectation Maximization method. Gaussian mixture models are a form 

of unsupervised learning that provides a soft clustering of the features in C different subclasses. Still, 

the models can be useful in a supervised setting, where the classes that need to be distinguished are 

assumed to consist of a number of unknown subclasses. In such cases, a mixture model may be more 

suitable to model the underlying class data than a single distribution. 

1.9 Latent Dirichlet Analysis 

Latent Dirichlet Analysis (LDA)
1
 is a generative probabilistic model developed for collections of 

discrete data [Barnard 2003]. The model describes a probability distribution over a discrete feature 

space. The model describes, like GMM, a distribution over a set of underlying latent variables (or 

hidden topics), each of which is assumed to have its own distribution over the data points in the 

feature space. The generative process underlying LDA is the following: 

1. Choose a random multinomial model θ according to the Dirichlet distribution Dir(α) 

2. For each of the N features f: 

a. Draw a topic z from the multinomial distribution θ 

b. Draw a f from the distribution corresponding to z 

An important difference to GMMs (apart from the discrete feature space) is the fact that the model 

from which the hidden topics are drawn does not correspond directly to a known document, but is 

drawn from a prior distribution. This means, LDA has the ability to generate a collection of 

documents, each with its own distribution of underlying hidden topics and thus with its own feature 

distribution.  This has a number of advantages. First, the number of parameters needed to estimate 

does not grow with the number of documents represented. Second LDA can assign probabilities to 

documents outside the training set and thus LDA is able to give an indication of how likely the new 

document is to come from the same collection (or class) of documents.  

                                                      

1
 Not to be confused with Linear Discriminant Analysis, which is also abbreviated as LDA. 
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1.10  Expectation maximization (EM) 

Expectation maximization (EM) is a method to obtain maximum likelihood estimates with incomplete 

or unobserved data [Dempster 1977]. It is useful for estimating the distributions for mixture models like 

GMM and LDA, where the component of the mixture that generates a sample is unknown. EM 

alternates between estimating the values of the unobserved or missing data based on the current model 

distributions, and re-estimating the model distributions based on the current estimates of the 

unobserved data. We take the GMM case as an example. To accurately describe the different 

components of a Gaussian mixture model for a given set of features, it is necessary to decide which of 

the features are generated by which component. The assignments of features to components are 

unknown, but they can be viewed as hidden variables. The EM algorithm iterates between estimating 

the a posteriori class probabilities for each feature given the current model settings (the E-step) and re-

estimating the components' parameters based on the feature distribution and the current feature to 

component assignments (M-step). 

The EM algorithm first assigns each feature to a random component. Next, the first M-step computes 

the parameters (prior, mean and covariance) for each component, based on the samples assigned to 

that component. This assignment of samples to components is a soft clustering; a sample does not 

belong entirely to one component. In fact, we compute means, covariances and priors on the weighted 

feature vectors, where the feature vectors are weighted by their proportion of belonging to the class 

under consideration. In the next E-step, the class assignments are re-estimated, i.e., the posterior 

probabilities, P(ci|vj) are computed. We iterate between estimating class assignments (expectation 

step) and estimating class parameters (maximization step) until convergence. 

1.11 Boosting 

Boosting is a machine-learning method that is based on the observation that finding many rough rules 

of thumb can be a lot easier than finding a single, highly accurate prediction rule. The algorithm trains 

a sufficient number of weak and rather inaccurate classifiers with a different subset of training 

examples. The combination of the extracted weak rules into a single prediction rule results in an 

accurate classifier.  

There are several different boosting algorithms, depending on the exact mathematical form of the 

strength and weight. Adaboost [Freund 1997] is a popular and the historically most significant 

boosting algorithms, whereas more recent algorithms such as LPBoost [Demiriz 2002] and TotalBoost 

[Warmuth 2006] have replaced AdaBoost because they converge much faster and produce sparser 

hypothesis weightings. Most boosting algorithms fit into the AnyBoost [Mason 2000] framework, 

which shows that boosting performs gradient descent in function space. 
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From the aforementioned variations of the boosting algorithms, Adaboost is described below: 

Given training examples (x1,y1),…, (xm,ym), where , { 1, 1}i ix X y Y∈ ∈ = − +
 

 

Initialize D1(i)=1/m 

For t = 1,…,T: 

• Train “base” or “weak” learner using distribution Dt 

• Get base classifier :th X →ℜ  
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The output of the final classifier is: 
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What is most important is that the boosting procedure can be combined with any base learning 

algorithm. 

Besides this original view, AdaBoost has been interpreted as a procedure based on functional gradient 

descent, as an approximation of logistic regression and as a repeated-game playing algorithm. 

AdaBoost has also been shown to be related to many other topics, such as game theory and linear 

programming, Bregman distances, support-vector machines, Brownian motion, logistic regression and 

maximum-entropy methods such as iterative scaling.  

 

 


